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Abstract:

In this paper we propose Party, a new routing matdor
wireless Self-Organizing Networks. This protocolrisended
to be applied in environments with large numbemoties
where the scalability of the routing protocols plagn
important issue; it is well known that the curread hoc
routing protocols do not scale to work efficienihynetworks
of more than a few hundred nodes. In Party, nodélsl a
network infrastructure which allocates each nodanaue
temporary address according to its current reldliboation,
our routing is also unique and only depends oncilmeent
node’'s neighborhood, where in order to implemerg th
routing table, each node needs only to exchangal loc
information with its direct neighbors.
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. Introduction:

Wireless Self-Organizing Networks (SONs) are expeadb
play an important role in future communications,enhthey
will find wide application scenarios in daily lifevents.
Large-scale events such as disaster relief or eesffarts are
highly dependent on effective communication cajitidxsl
Such efforts could benefit tremendously from the aself-
organizing networks to improve the communicationsl a
monitoring capabilities available. Other interegticandidate
scenarios are community networks in dense resilesuteas,
large scale, long-range networks in developingaesgi and
others, where no central administrator exists, dreny
administration would prove to be too costly. Alrgadion-
military technologies and applications seem to ptowards
future networks such a#d hoc networksMesh Networks
and Sensor NetworksAll of these applications will place
increased scalability demands on Self-OrganizingMdiks.
Scalability is a critical requirement if we wantete
networking technologies to reach their full potahti
Such self-organizing networks are supposed
unsupported by an underlying IP
independent of the IP-like hierarchical addressiftge main
reason is the need for frequent network addresspdates
caused by node mobility, this introduces new nekingy
requirements, and we may need novel network athite.
Here, we focus on the network layer of such a #utur
architecture.

As mentioned in [1], the new network layer should b
designed to a) minimize the need for manual conéijon, b)
avoid centralized solutions and node specializatidavor of
distributed and peer-to-peer solutions, and c)lineaontrol
traffic overhead.

One of the most important components of the netiayér is
the routing protocol, the current ad hoc routingtpcols and
architectures work well only up to a few hundredlea Most
of the current research in wireless SONs routingtqmols
focus more on performance and power consumpticatee|
issues in relatively small networks, and less oaladility.
The main reason behind the lack of scalabilityhiat tthese
protocols rely on flat and static addressing. Veithlability as
a partial goal, some efforts have been made imlitieetion of
hierarchical routing and clustering [2] [3] [4]. &%e
approaches are promising, but they do not seem axtively
pursued. Moreover it appears to us as if thesepots would
work well in scenarios with group mobility [5], wdti is also
a common assumption among cluster based routirtigquis.

In this paper, we present Party, a new networkrlay&vhich
the integrated routing protocol is very simple atepends
only on node’s neighborsParty is a distributed system
without any centralized control, in which all nodbave
identical responsibilities. Each node has its owrversal
identifier (we can use as an identifier, the node’'sddress or
its MAC addres§ and is assigned a temporary address
according to its relative location in the netwotkus the
address in this protocol is dynamically changedthwi
dynamic addressing, nodes change addresses asitivey so
that their addresses have a topological meaning.

In order to map the node identifier to its currésmporary
address, in Party each node of the network may thiayole
of a home agent (we called it here the rendez-vmge),
which is similar, in some concepts, to the Mobile [6]
architecture. Nevertheless, in our approach, thmehagent
functionality is completely distributed and canebecuted by
any node in the network. Furthermore, the routingcess is
assured even when the home agent moves or failsoartidg
information is completely distributed throughou thetwork.
Routing in Party resembles to some degree the nguti
algorithm in Pastry protocol [7].

We have to mention here that Party is not an oyer&work
protocol, where nodes communicate in an applicatawel
fashion, like Pastry [7], CAN [8], Chord [9], andapestry

to be[10]. Instead, Party operates at the network lexed is
infrastructure and completely independent of a global connectivityuead by a

network-level routing protocol like IP. Party creat a
topology which is a virtual network representatiovhere
nodes are identified by their neighborhood in theygical
network.

The rest of this paper is organized as followssdation Il we
describe the related work; Party basic operatiodissussed
in section lll. In section IV we describe the jginocedure,

We currently use IP addresses as identifiers. Tthesransport and
application layers do not need to change, andetimporary address is only
seen at the network layer.



section V describes the routing procedure, addeggistration
procedure is described in section VI, node lookugredure
is explained in section VII, node mobility and aekh
reassignment are treated in section 111V, Perforceaamnalysis
is reported in section IX. Finally we conclude withction X.

Il. Related Work:

In the recently years several routing protocolsehdeen
proposed for wireless SONs especially for Ad hotwoeks,
most of them are IP-based [11] [12] [13], whereraddes are
static and used to identify the nodes. Since tip®logy in
such networks is dynamic (caused by the mobilityodes),
and the architecture is infrastructure-less, thsigte of a
routing protocol for these networks has two chaic&seither
keep routing entries for every node in the netwak,2)
resort to flooding route requests throughout thgvaegk upon
connection setup. Neither of these alternativetesoaell as
the network size gets larger.

In order to achieve scalability some protocols wa@posed.
In the Zone Routing Protocol (ZRP) [14] and Fish&tate
Routing (FSR) [15], nodes are treated differentiypehding
on their distance from the destination. In FSRK lirpdates
are propagated more slowly the further away thayeirfrom
their origin, with the motivation that changes taway are
unlikely to affect local routing decisions. ZRP ashybrid
reactive and proactive protocol, where the netwogology
is divided in multiple zones.

In multilevel-clustering approaches such as Landnjas],
LANMAR [17], L+ [18], MMWN [2] and Hierarchical St
Routing (HSR) [19], certain nodes are elected astet heads
(also called Landmarks). These cluster heads in setect
higher level cluster heads, up to some desired.lévaode’s
address is defined as a sequence of cluster heatifiers,
one per level, allowing the size of routing tables be
logarithmic in the size of the network, but easigulting in
long hierarchical addresses. In HSR, for examplee
hierarchical address is a sequence of MAC addresaeh of
which is 6 bytes long.

A problem with having explicit cluster heads istthauting
through cluster heads creates traffic bottlenelckndmark,
LANMAR and L+, this is partially solved by allowingearby
nodes route packets instead of the cluster he#ugyfknow a
route to the destination. All of the above schermese
explicit cluster heads, and all addresses are ftivereelative
to these, and are likely to have to change if ateluhead
moves away. This reliance on cluster head nodesstie
above schemes best suited to scenarios involviraupgr
mobility, such as troop movements.

Another way to achieve scalability is to use gepgia
location information to assist in the routing, ie$e protocols
[20] [21] it is assumed that each node knows itsation
coordinates using some technologies (e.g. GP)pwh
they scale well in large network size, locatioroinfiation is
not always available. Taking this in consideragonumber of
new routing protocols where invented that try tdineste
node coordinates in a relative way without thesaast of any
positioning system, examples of these protocols &n(@2]
and GEM [23], where NoGeo embeds the network gragh
virtual 2-dimensional coordinate space, and usegrgghical
forwarding techniques for routing. The approach
interesting, in that it achieves th®(1) complexity of
geographical routing, but does not require actealggaphical

is

coordinates. However, the scheme will only workcentain
types of graphs (typically unit-disk like graphs).

In Area Routing [24], nodes that are close to eatbler in the
network topology have similar addresses, withoyt explicit
nodes hierarchy. PeerNd®5], Tribe [26], and our proposed
protocol Party, exploit this idea, i.e. nodes thig neighbors

in the topology take addresses that are close to each other.
PeerNet is a network layer where node’s addresdsctsfits
location in the network and are registered with ribgpective
node global identifier in the distributed node lapkservice,
addresses are organized as leaves of a binary(¢edled
address tree), PeerNet routing is a recursive puoee
descending through the address tree, where routing
disseminates information about the global stath@hetwork

and nodes maintain routing table that HaslogN entries

(where N is the number of nodes in the network).

In Tribe, nodes are assigned a part of a logicgibreand a
relative address, the relative address of the rdste reflects
its physical location in the network, Tribe routidgpends on
the assigned regions, in Tribe the number of entimethe
node’s routing table i0(k) where k is the number of
immediate neighbors of that node.

Our protocol, Party, resembles PeerNet in the waddress
allocation and build routing tables that have tame number
of entries as in Tribe, where a small amount obrimfation is
suffices to implement routing table, (in contraoyReerNet
where the routing information pass through the whol
network). Here each node stores information absetfiand
its immediate neighbors. Routing is performed ihap by
hop basis, during the routing procedure, each riodeard
the message to its immediate neighbor which gets th
message as close as possible to the destinatianvialy that
resemble Pastry forwarding procedure.

Party is a completely decentralized and self-orgohsystem.
In Party (like in [25] and [26]) each nodes haslabglly
know and unique identifierand dynamically assigned a
unique address which changes with node movemenefflert
node’s location in the network, this address isduse
simplify routing in the network. Since the addre§she node
changes with node movement, we need a lookup servic
which will provide the address of a given node tifer.

To join the network, a node establishes a physioahection
to at least one node already in the network andestg an
address. The neighbor node(s) answer(s) with areasldThe
joining node then “registers” its identifier togethwith the
address in the distributed node lookup service.aAsode
moves, it requests and receives new addressesifsonew
neighbors. Each time the address change, the muthdeas its
entry in the lookup service, each node in the negivgbare in
the lookup service, where it can store the mapginigies of
other nodes in the network in a way similar to the
functionality of home agent in mobile IP [6].

The sender node only needs to know itientifier of the
receiver. Before sending its first packet to sorastidation,

Party Basic Operation:

L Which is now called DART protocol.
2 In wireless SONSs, nodes that are neighbors in éteark topology are also
neighbors in the physical network.

PeerNet uses a modified version of the distanc®weguting algorithm to
implement the routing tables.

This identifier remains the same and reliably idfesst the node.



the sender looks up the current address of théndéish node
using the lookup service. The routing is done mag similar
to the one done in Pastry [7] one hop at a timegreteach
node forwards the message to its immediate neighiich

gets the message as close as possible to theadwstirif the
destination cannot be reached, the lookup tabpisulted
along the way to find the new address of the dastn.

A. Assumptions and Definitions:

We make the following assumptions. First, each niodéhe
network has one unique identifier, call it ID; thi2 of the
node remains the same during the network lifetireably
identifying the node despite its movements andesponding
geographical location changes. Second this ID figpgsed to
be known by any other node and
independent. Third, an integrated hash-table-likeppng
scheme maps identifiers intendez-vous node addredRA),

we assume the use ofConsistent Hashinggechnique [27] to
balance, with high probability, the load among rmdenis

hash functionh(.) is known and common to all nodes. This

rendez-vous node is the one responsible for stoting

is network-level

subtree are the children of the node in ldvkel We call the
last level nodes in the tréeaves

00C  Root node

10 200 3¢ Leve 1nodes

1=

1C 120 190 910 920 990

Leve 7 nodes

leaves [ A 91¢ 9t . 99

m . 1¢ 19 . 19¢

Fig. 1. Address tree with three digits decimal addrspace.

These leaves do not take control of addresses siddeess
space reaches its limit.

Address tree illustrates how addresses are allddat®arty,
it does not represent the actual network topololgtyoagh
address of a node depends on its current positiothé
network. Fig. 2 shows an example of a network togglwith

current address of the node with identifier ID.

We illustrate this in the following example, letb® a node in
the network with identifier IR, assume that the temporary
address of A is R The address of the rendez-vous noflg R
of A is given by hashing IR i.e. 4= h(ID,), which is node
B, then node B store mapping of node A.

Party protocol in use.
IV. TheJoin Procedure

When a new nodé arrives in the network, it receives an
address R(call it temporary address) which will be used for
routing. A new node in the network receives the perary
address from one of its neighbors (we call thigghkor the
parent neighborP). We assume the existence of some
bootstrap mechanism which allows new nodes to ifjent
their neighbors in the network.

This mechanism results in a list containing infotiora about

all neighbors. LetN;={nj,m,...,1x} be the set ok nodes in the

neighborhood of nodé (in its transmission region). The
neighborhood list; of nodei is defined as

B. Address Allocation:

Party enables nodes to allocate addresses in hvegai.e.
without the need to contact faraway nodes in thevoik, at
any given time; each node manages a range of awdres
including its own address. Node addresses are dgalyn
assigned depending on the node’s current positiorthe
network. More specifically, the addresses are degahas a
tree. We call this thaddress tregsee Fig. 1.

Let us assume that addresses latkgits decimal numbers,
a1, . . ., Ag, the first node exist in the network take the all
zeroes address 00. , €all it the root node, as nodes arfive
in the neighborhood of this node (i.e. they are the
transmission range of it), they contact this ncaeltain an
address (call these nodes level 1 nodes). The mode
control the first digit (leftmost digit) of the adsbss, where it

where C, = { Ry Ry .o Rw} is thechildren list managed

bynodep On; O N;.

The neighborhood list is used to determine whicistig
node in the neighborhood will give a temporary addrto the

give the first arriving node address 100...0, theosdc
arriving node 200...0 and so on up to 900...0. Thesst fi
level nodes control the second digit (from leftlwe address,

so when nodes connect to any of these nodes andoask

address, they fix the first digit as their addrasd change the

arriving node. Several factors must be taken iotmant.

Party applies the following criteria to assign deenporary
address to a new node. It selects, among a searafidate
neighbors, the node which will be the parent neaghdf the
arriving node. This node will be the one with tleadt level

i.e. the nearer to the root. If two or more nodagehthe same

second digit according to node arriving sequencer F i !
level then it chooses the node with the least nundde

example if a node arrive and it is in the neighloidh of the
node with address 100...0 and ask this node for anead, ~ children, if a gain two or more nodes satisfy tbimdition
then node 100...0 will give it the address 110...0,46eond  then it will choose the one with the least address.

node ask 100...0 for an address will take 120...0 as anAfter the new arriving node chooses the parenghizor it
address and so on (we call node 100...0 parent oesnod asks that parent for a temporary address which tall
110...0, 120...0,...,190...0 and thus they are its children assigned according to our address allocation atyori we
These second level nodes take control of the tfigid and so ~ Said that arassociation relationshistablished between the
on. Fig. 1 show an example of an address tree thithe ~ twoO nodes. In Fig. 2 this association relationship
digits addresses, fdr= 3 digits, the entire address space can represented by continuous thick lines, where thigedathin
be represented byx, wherex € {0, 1,..., 9}, nodes in levell  lines represent theeighborhood relationship

V. TheRouting Procedure:

Address allocation algorithm in Party simplifieethouting
procedure. Routing is performed in a hop by hopisbas

1 .
We can use hexadecimal numbers or any base numbers.
2 L
We assume that nodes arrive in the network onenby o



Having obtained its temporary address, the new ncalso temporary address in the corresponding rendez-uods is
learns the temporary addresses of its immediatghbers. mandatory for every arriving node.

This neighborhood information will compose its riagttable. By using any well-known functions like SHA-1 [28ach
In Party, a node routes a message by simply fotwgr the node hashes its identifier, ID, and obtains an tmhbimber.
neighbor whose address is the closest to the smérch This number is then translated using certain fmcinto a
temporary address of the destination until the agss  temporary address,Rhis address is used to find the rendez-
reaches the destination. This forwarding procedesembles  vous node of nodé as the following. Nodeé forwards a
the forwarding procedure in Pastry [7]; where thessage is  registration requestmessage using ;Ras a destination
forwarded to a node from the routing table that lsas address, by applying the routing procedure as aticge V.
temporary address with longer shared prefix witte th This request will be forwarded until it reaches thede
temporary address of the destination. having temporary address that has the longestxprediching
with R..

This node is the one responsible for storing theppirey
information of nodei; (ID;, R, N;, P). This mapping
information will be refreshed periodically, as loag node
maintain its current position in the network. Alseery node
in the path to the rendez-vous node will store th&gpping in
its cache for a certain period of time. This cachexpping is
used to avoid the need to contact faraway nodeshén
network for the mapping information of a node lechin the
vicinity of the source node. This will assure tha signaling
overhead will be localized as possible.

VII. Nodelookup Procedure:

Fig. 2. An example of network topology with 17 nedend three digits ; ; i ;
address space. Numbers in the circles are nodetfieless and at the same Since the ID of a node is not its address, Partyides a

represent the sequence of nodes arrival at theonletwumbers beside the d'St”bUted.nOde Ioo'kup '_S?rwce fO.I‘. looking up fsqp@ra.ry
circles are nodes addresses. address given an identifier. Intuitively, each idfer is

mapped through some function to a single addresdstlaa
node that currently controls that address is reguio store
the mapping and responding to requests for thispimap

The source node apply the globally know hash fanctin the

) . . destination node IR so it well get a temporary addresg,R
Fig. 2 shows an example of how the routing algamithorks, — yiq temporary address is the one used to findeheez-vous
here node 7 with R= 220 want to sent for the destination 14 node of the destination

with Ry, = 311. Node 7 find it is routing table that nod® 1 1 fing the rendez-vous node, the source forwantgpping
has a temporary addre.ss t.h"?‘t m‘."‘tChes the desnnat'orequestmessage using4Ras a destination address, applying
temporary address in the first digit, so it forwatte message o same routing procedure in section V, each time

to this neighbor, in its turn node 16 forwards timessage to message reaches a new node, this node will chedtaithe
_node .15 Wh'bclh IS its pa(rjenthne%hbor s||nce It dnx:ngha\r/]e_ n for a fresh mapping information, if it find this pging, then
|t.rtc])ut|r?g tda € any no %t,at as a onge(;dpr - mgl it will respond with mapping replymessage to the source
with the destination node’s temporary address. N@8e  \,qq qtherwise it forwards the request to its ey whose

fodr\c/ivard tue meSSﬁge tho Tdee. 11. V\{hiCh has; fdm.poraraddress is the closest to the searched tempordrgssiR. If
address that matches the destination’s temporatiyeas in no such cached information available in the patlentthe

twq digits. Finally, th?s node forwards the messtgaode 14 request will be forwarded until it reaches the nedth the
which IS the d.estmatlon node. . longest prefix matching with Rthis node is the rendez-vous
Also Flg' 2, illustrates another. I‘OL.Jtlng' exampleheve the node of the destination. This rendez-vous node ng8pond
source is nop|e 7 and the destination is node 4ydAscan with the mapping information for the desired destion
note from this example, the message forwarded badke node. In the backward path from the rendez-vou rodhe

rohot “00,'6 ?V‘]’chiCh in its tzrn f?frward it lto th?, tii@a;tion. ; source node, this mapping information will be catlier a
The arrival of a new node affects only a limitedmioer of  coyain fime in each node on the path. This cached

exigting nodes (nodes that. are in its direct trassim information is used in latemapping requestby other nodes
region). The number of neighbors and, consequettlg, for the same mapping information

signaling overhead, depend only on the node’s itngsson ’

range and are independent of the total number @ésiin the VIII. Mobility and Address Reassignment:

system. Furthermore, a small amount of informataffices ) o .
to implement Party routing. Each node only stores Since we are considering here wireless SONs, Hasyto

............ To 311

If the node can not find in its routing table sucmode that
have a longer shared prefix matching, it simplyvi@rd the
message to its parent an so on until the messagh ries
destination.

information about itself and about its neighbors. deal with nodes that voluntarily join or leave thetwork
caused by node mobility. With a noddeparture, the system
VI. AddressRegistration Procedure must guarantee the stability of the routing protod&e

consider that before leaving its location, a nodelieitly

After joining the network, the new nodehas a temporary hands over its temporary addressi® neighborhood set;N

address R The next step is to identify the node which i
responsible for storing its mapping informatione. i.the
rendez-vous nodef nodei. The operation of registering the



neighborhood list L. its children list G and the associated

mapping information database to its parent neighbor

In this situation Party has to deal with one of fbowing
cases:

Case 1: The leaving node is a leaf node, Fig. 8wshan
example, where node 9 leaves the network (or clsitge
position), in this case, the node mobility will s@uno impact
on the organization of the topology, the only psscthat will
take place is the handover of the mapping inforomati

database, to the parent Bnd the temporary address of the

leaving node will be available again for its pareat be
assigned to another node.

110
a1 12_0@\ 1 ,,111
& 0 . <

31 Leve T~ - N = Leaf node §
node depart 1 .100 I 9
T =

depart
112

Fig. 3. Leaf node 9, and node 1 leaves (or chaitgessition).

Case 2: The leaving node is not a leaf node; itccbe any

node in any level of the address tree. The systemstm

guarantee that after a node departure every mesasagessed
to one of its children will be correctly deliverednd also
messages directed through their parent will be ectiy
delivered. The parent neighbor & the leaving nodé must
then establish alternative paths to the nodes hhse lost
their association relationship. In Fig. 3 node avks the
network, the parent neighbor of it, is node 0, #&nlols two
children, node 2 and 5.
Based on the received neighborhood lisbfLthe depart node
i, its parent neighbor; Will face one of the following:

= The children of the leaved nodeare also neighbors

of the parent node;Rfi i.e.C, O N, , in this case the parent

neighbor establishes an association relationship wiese
node, telling them that it now play the role ofithgrevious

parenti and no other operation will be required. Thus any

messaged directed to (through) or from these d@hildvill be
processed by the parent neighbor of the previodsparted
node. We call this a smooth reassignment.

= All or some children of the leaved nodeare note
neighbors of the parent noded? i i.e.c;I ONg» in this case,

the parent neighbor; Rry to find the setS of the children
nodes that are also neighbors to it self, ge= C,n N,

if it is not empty S # ¢, then the parent neighbor establishes

an association relationship with these node aherptevious
case. For establishing an association relationsfilpthe rest
of children ¢ =¢, - sthat are note neighbors of, Bhe parent

neighbor performs a
reassignment messagtrected to each node in setUpon

1 ) ) )
We assume the existence of a mechanism that adlowsle to determine
when it is leaving its location.

limited flooding by sending a

reception of thereassignment replaymessagés which
convey the temporary addresses of every node tedend,
consequently, the number of hops in the path tb eacde in
f, the parent neighbor decides which paths (callirual

pathg are appropriate for establishing the association

relationship with the nodes ih(it takes the paths with the
least number of hops), see Fig. 4.

The parent neighbor then sends aternative association
message to each node in the path to each chfldriforming
it of this alternative path. Thus each node inrieavork will
include also in its routing table these virtual hzatit will
contain entries for the children temporary addrasd the
next hop node to reach it.

Taking this case in consideration, each time tha¢w node
arrives in a location that has been previously pmal by
another node, the parent neighbor verifies if taes mode is
appropriate to receive the previous handed ovepoeany
address and the associated mapping informatiomalsga

110
120(5)
3L 0 :

11
@ : 112
20

Fig. 4. This figure shows the established virtugthg after node 1 leaved the
network.

The parent neighbor compares the neighborhoodesetlyy
the previous mobile node, before it's moving, agdie new
arrived node. If the new node is also a neighboalbthe
children of the previous node i.e. @ 0O N, . the parent

neighbor assigns the temporary address and the intapp
information database of the previous leaved nodi¢onew
node, and sendeelease alternative associatiomessage to
each node in the virtual paths. However, if the mawe can
not satisfy this condition a new temporary addreds be
attributed to it, according to the described Pajbyn
procedure.

IX. Performance Analyss:

As we said before, Party is a scalable routingqoalt the
scalability of this protocol comes from that itascompletely
decentralized and self-organized system.

The scalability in Party could be noticed from fbkowing:

= Size of the routing table, in Party each node has a

routing table of siz©(k), wherek is the number of immediate
neighbors of the node, contrarily to PeerNet [26kve nodes
maintain routing table that hads=logN entries, where N is

the number of nodes in the network.
= Signaling traffic needed to implement and maintain
the routing table, in Party routing table entriee dhe
immediate neighbors and the only signaling traffeeded is
the hello signals between neighbors that used ftorn that
the node is still alive and still in its positiom PeerNet the
information needed to implement and maintain theting

2 Thereis a probability that some of these nodenatke be reached, in this
case we said that the network suffer from topoleggaration. In this paper

we are not going to treat this situation.



table have to pass the whole network, since Peeublet a
modified version of distance vector routing algmit
Comparing our protocol with Tribe [26] we noticeaththe
address allocation in ours is more easy and coesglguthe
routing algorithm. When node moves from its locatithe
process of reassignment is also simpler than tedroiribe.
The arrival of a new node and node movement affechs a
limited number of existing nodes (nodes that arésirdirect
transmission region) i.e. its immediate neighbdmsus the
signaling overhead resulting from this action v small
and local.

The cost of connection in Party @(1), since the only thing
that a source needs to establish a connection \waith
destination is that's destination temporary addr@&$éés cost
is the same we found in geographical routing pratowhere
nodes need to know its location coordinate usingieso
technologies (e.g. GPS), which is not always abgla

The cost of node lookup is al€¥(1), since the source needs
only to route the lookup message to the temporadress
resulting from applying the destination’s identitp the
globally known hash function. The need to contatdaraway
rendez-vous node in order to lookup a node locptsidnear
the source is alleviated by the use of cashes.

X. Conclusion:

Party is a network layer designed for wireless-egdfanizing
networks, it is a decentralized, scalable, and peddent of
IP-like addressing limitations. Party proposes ddrassing
structure and allocation that ease routing in soetworks,
the routing strategy provided by Party is a distéd one,
where the forwarding process is done hop by hop imay
resemble the forwarding process in Pastry Peerger P
protocol [7]. A tree-like logical topology is creat, which
describes the relative location of the nodes adogrtb their
neighborhood in the physical network.

A small amount of information suffices to implemdparty

routing, i.e., low signaling overhead is generated (only local

neighborhood communication), Thus the routing tedie is

O(k), wherek is the number of immediate neighbors of the

node. Moreover, a node movement does not affedly’Rar
address tree organization,e., it does not require the
assignment of new addresses to other nodes alieathe
network.

We believe, however, that Party is an innovatived an
promising approach for spontaneous networks wittv lo
dynamics, like wireless mesh networks where routense
they have configured themselves, do not move fdorey
time.Party support dynamic networks, where durirafen
mobility, Party keeps the correct execution of tlaiting
procedure and ensures that the former neighboesmbbile
node remain reachable through some valid path.

Our future study will include sudden node failuresd a
treatment of certain network issues, like netwaggasation,
networks merging. And a study of this protocol perfance
through simulation. We are now in the state of ienpénting
this protocol in NS2.
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