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Abstract— Vehicular Sensor Networks (VSNs) are an emerging
paradigm in vehicular networks. This new technology uses
different kind of sensing devices available in newebhicles, to
gather information about the driver's environment (speed,
acceleration, temperature, seats occupations, etciy order to
provide a safer, more efficient and more comfortal# driving
experience. In this paper, we focus on a particularVSN
architecture, where the ad hoc network is operatedby a
telecommunication/service provider (WiMax access pnot, 2.5/3G
base station) to combine non-valuable individual sesed data and
extract from them effective feedbacks about the siation of the
road in a geographical area (traffic density, unusal traffic
behavior, etc.). In operated VSNs, providers tendat reduce the
traffic load on their network, using unlicensed spetrum
communication medium (IEEE 802.11p, for example). To @ so,
we propose CGP (Clustered Gathering Protocol), a oss layer
protocol based on hierarchical and geographical dat collection,
aggregation and dissemination mechanisms. We analyzthe
performances of CGP using a simulation environmentand
realistic mobility models. We demonstrate the feability of such
solution and show that CGP offers the operator prdous
information without overloading his network.

Keywords- VANET, dissemination, ITS, data collection, data
aggregation, hybrid architecture, operated network.

. INTRODUCTION

Over the last decade, the nature of
communications has evolved rapidly. The introductid 3G
and WLAN technologies and the recent standardizati®
WiMax have helped to realize the vision of ubiqugo
connectivity. Currently, much research effort i€using on
exploiting this "always-on" feature for use in Tsportation
Systems. The primary objective of ITS (Intelligent
Transportation Systems) is to improve traffic safefficiency,
and travelling comfort.

In this work, we focus on the main component irlligent
Transportation Systems, which is vehicular commation.
Indeed, many car manufacturers are installing es®l
connectivity equipments in their vehicles
communication between vehicles and also with
infrastructure. Vehicular Sensor Networks (VSNg) ba built
on top of these vehicular networks by equippingicleb with
onboard sensing devices. In such case, sensoigatiagr a set
of information like video data, speed, localizatianceleration,
temperature, seat occupation, etc. Compared tatidnzeal
sensor networks, this recently emerged sensor nletisonot
restricted by the power supply and the storageespgdowever,
the typical scale of a VSN over wide geographiasrée.g.,
millions of nodes), the volume of generated datag.(e
streaming data), and mobility of vehicles makenfeasible to

wireless

adopt traditional sensor network solutions whenessd data
tends to be systematically delivered to sinks usiata-centric
protocols such as Directed Diffusion [1].

Under such environment, an effective and efficient
architecture for data collection and data exchaisgenore
important. This work deals with such a system framework
consisting of mobile vehicular sensor and road-sidies
operated by a Telco or a service provider. Basgortm are
distributed over the road for collecting data framobile
vehicular sensor passing by. While mobile sensorseaticles
sense and send the information to road side units.

In our study, the VSN will be used by an infrastuse
wireless network owner to gather "useless" indigldu
information (see Fig.1) from each vehicle and tgragate
them inside an ad hoc wireless network using untied
spectrum links (IEEE 802.11, for example), to ggtabal
view of the state of the road in a geographicad atea specific
time, or to use these information as a database fosterior
treatment.

(@)

Figure 1. Figure 1 — Operated vehicular sensor network

The VSN in our case will be used to collect induad
information from each vehicle and aggregate thesidenthe
ad hoc wireless network (unlicensed spectrum).agwegated
information will be sent to the road side unit odngy the
operator via licensed spectrum (WiMax or 2.5/3@).fact,
these sensors can generate massive amounts ofl skxtaeand
there is a need to collect, store, and retrieventh@&he

to enableppjective in such architectures for an operatoviserprovider
thes to reduce the use of its high-cost links. Tosdpwe present

CGP (Clustered Gathering Protocol): a cross-laygmedocol
based on hierarchical and geographical data gatheri
aggregation and dissemination. The goal of CGP igather
data from all nodes in the vehicular ad hoc netwnréarder to
offer different kind ITS services. For example, ervice-
telecommunication provider can use CGP to provide:

Real-time fuel consumption and pollution indica{éi,

A parking lots availability service, [3]



* A real-time traffic information service, by gathagiall
node’s positions and velocities, [2]

» A geographical localization service for customerow
vehicles mobility (fleet

want to follow their

management),

e Warning messages in a specific area, if unusuaitsve

happen (sudden speed decrease for example), [4]

e Surveillance applications such as proposed in [2]
where nodes make videos of the road and detect and

save the registration plates of vehicles around.

The rest of this paper is organized as follows.tiSed|
presents vehicular sensor networks properties baddlated
network mechanisms. Section Il describes CGP pthposed
data gathering protocol. Performance evaluationC&P is
presented in Section IV. Finally we conclude th@gvaand
give some perspectives to our work in Section V.

1. BACKGROUND

This section provides an overview of vehicular sens

networks properties and their management mechanisms

solution may be wused for
dissemination for example.

» Hybrid: uses both V2V and V2I architectures.

quick alert messages

Figure 1- Vehicular communication architectures.

B. Data Dissemination in VSN

We found in the literature different approaches data
dissemination in a VSN:

1) Opportunistic dissemination

Due to the intrinsic network partitioning of VSNspme
works, such as [6], recommend the use of oppotianis
diffusion of data, in which messages are storedeath

VSNs come out as a new brand of vehicular networksntermediate node and forwarded to every encoutteode till

whose purpose is the real-time gathering and ddfusof

information. In [5], the author used a VSN for attée
understanding of the traffic jam formation. Theyinted out
the fact that vehicular sensor networks are onth@fcostless
solutions which tends to reduce traffic jams, COaissions
and fuel consumption. In [7], authors proposed tise of
VSNs for security issues where agent nodes can foola

stolen car for example, by sending a query to atles that
have crossed that vehicle. Another application 8Ng is the
one proposed in [2] where the network providesrdiaa users
safer driving by sending alert messages in casenefgencies.

A VSN can be considered as a fusion of a Vehicldaa

network (VANET) and wireless sensor network (WSN).

However, a VSN has some properties like: (i) higtegpacity
since the inboard sensors are supplied with mormrggn
storage and computing capabilities comparing td iebwn

sensor networks, for example, (ii) huge amountdat since a
vehicle could be equipped by a lot of sensors (cameetc.),
(i) dynamic data-sinks management since datassgauld be
mobile compared to traditional WSNs, and (iv) lagmale

connectivity since wide roads and grand avenuesirban

environments can contain thousands of vehicles.

These specific characteristics have important icapibns
for designing decisions in these networks. Thusnerous
research challenges (e.g. data dissemination,adgpaegation,
self-organization mechanisms) need to be addreg$sed
vehicular sensor networks to be widely deployed.

A. VSN Architectures

As illustrated in Figure 2, data dissemination ghicular
sensor networks can be based upon three archiésctur

the destination is reached. Thus the delivery iiationproved.
However, this kind of mechanisms is not suitablerfon-delay
tolerant applications.

2) Geographical dissemination
Due to the fact that end to end paths are not aotigt
present in a VSN, a geographic dissemination id us¢2] by
sending the message to the closest node towardkesimation
till it reaches it. Another way to do geographissgimination is
given in [6] where the authors show how to use cgsiing to
deliver messages to several nodes in a geograanizal

3) Peer-to-peer dissemination
In a P2P solution, the source node stores the idaiis
storage device and do not send them in the nettitbanother
node asks for them. In [2], such architecture igppsed for
delay tolerant applications.

4) Cluster-based dissemination

For a better delivery ratio and to reduce broadsiastns, a
message has to be relayed by a minimum of inteatedbdes
to the destination. To do so, nodes are organized get of
clusters, in which one node or more (Cluster Hegathers
data in his cluster and send them after to the wokdter.
Cluster-based solutions provide less propagatiolaydand
high delivery ratio with also bandwidth fairness. [4] the
authors use a distributed clustering algorithmréate a virtual
backbone that allows only some nodes to broadcassages
and thus, to reduce significantly broadcast storms.

We are interested in this paper, in the clusteredbas
dissemination mechanisms combined with the geodgrabh
and opportunistic approaches.

«  V2I: infrastructure wireless links (GSM, UMTS, WiMax, C. Data Aggregation in VSN

etc.) are used to gather the data from VSN nodes.

Data aggregation is a well known concept in Wirgles

« V2V where both the collection and the restitution ofS€NSOr Networks (WSN); it allows the nodes to meupelate

information are done within the vehicular netwofkis

or delete some information because they might hgichied,



similar or expired. There are several aggregati@echanisms
proposed in the literature for WSNs that can alsoubed in
VSNs:

In [8], a timestamp aggregation technique is deyedo
upon an opportunistic dissemination solution. lis tase, if a
node receives an information, it can decide i§ivalid or not,
by checking its sending time. Authors of [9] useatio-based
and a cost-based algorithm to choose which infaonais
important to aggregate and to estimate the errat tan
introduce a message in the data. Another approactiafa
aggregation is introduced on [10]. The authors Eksgolet-
Martin Sketch [11] to estimate similar data in aafeN entities
and to merge these information.

In this paper, we use a simple aggregation mectmanis

based on both timestamps and mean value calculdtideed,

each set of nodes in a specific area will calcutateaverage
value of collected data dropping some non-neededniration

(messages from another area, from other orientagior)

lll.  CGP- CLUSTEREDBASED PROTOCOL

CGP is a cross-layered gathering, dissemination and

aggregation protocol, based on a geographicaletingtin a
hybrid vehicular architecture. It collects costléstrmation
from every node within the network, aggregates théanfree
frequency radio communication links, and sends therma
provider via higher cost links, to provide real-¢irfeedbacks
about the road environment, using a specific platfo

Figure 3- Gathering perimeter of a base station.

As we described in section 2.B, a cluster-based
dissemination provides equity which is very impottin a
sensor network where every node has to send its tadlso
reduces significantly broadcast storms and thusidavo
collisions. Concerning the VSN-Telco communications use
a geographical dissemination, to send aggregatedficen the
VSN to the road side unit, because it's the begtfama cluster
head to send its data without using the high ¢oks|

For CGP execution, nodes must meet the followiitgria:

* Nodes must be equipped with an IEEE 802.11 device
for V2V communications and a cellular link device
(Cell phone or Carbox) for V2 communication,

* Nodes must be equipped with a GPS device for
localization and synchronization,

* Nodes know the road map and the BS placement,

» Each node must be able to determine its speedijqgrosi
and orientation.)

CGP executes on the top of a hybrid vehicular eNsQq-  cGP overview

network architecture consisting of IEEE 802.11 ®is
connected to the provider via cellular links. Addiglly, it
involves a GPS (Global Positioning System) syncization
mechanism between vehicles to improve the dissdimma
reliability and to figure out nodes localizationn Aapplication
of CGP would be a real-time traffic feedback sezvim this
case, CGP will gather information about positiopeed and
orientation of every vehicle in a specific area wuidicensed
spectrum links and send them to the provider vieelular
medium. Hence, the provider can estimate with ayuthe
real-time traffic situation. The main purpose of EGecomes
to the reduction of the use of higher costs lirdedl@lar links)
with no loss of precision on the collected datafithe VSN.

A. CGP geographical Environment

CGP uses a geographical clustering disseminatifrico.
The road is divided into S virtual segments (FigByavith the
same length L. In each segment a cluster headedteel. It
gathers data from all nodes in its segment andegades them,
and sends the result to the next segment. For B&;hthe
number of segments is calculated depending on
communication range R (R=SxL) which represents Bl
gathering perimeter.

B. Hypothesis

In the perspective of providing an efficient andlable
gathering and dissemination protocol, taking irdosideration
nodes’ mobility and distribution, we decided to @seluster-
based solution for the V2V dissemination, and agggehic
dissemination mechanism for the V21 communication.

Figure 4 shows the different steps of the execuib@GP.
Each step starts periodically and has a predefineation.

T TR

(1
Cluster head

election /

2)
Local data
collection

(4)
Send to next
segment (V2V)

Send to station
or
Store & forward

3)
Data
aggregation

station (V21)

Figure 2 - CGP overview
~ The step (1) in the algorithm is the cluster hetett®n
'téhase; it allows a set of nodes in a segment, ¢ideenhich
one of them will gather the information in the ngktase. In
(2), the elected cluster head collects the infoiznafrom all
the nodes in its segment, then it aggregates tipase 3).
When a cluster head reaches the step (4) of CGHsifn the
closest segment to the station, it sends the tetledata; else,
it either sends to the next cluster head towardtBeor sends
them directly to the station or makes a store &whod,
depending on the initial configuration of CGP (mdeails in
sections 4, 5, 6).



1) Cluster head election

Since CGP is a distributed algorithm, all nodestrbesable
to know who is the cluster head in their segmeiot.dd so,
every node uses a back-off-based algorithm to amethat
he is the cluster head. The cluster head electigorithm is
described bellow:
» All nodes have to calculate their eligibility bytiesating

their position at the end of the election period

Pos(i, t+ lsp1oction) = 5€g_end =i # CH

« CH_ANNOUNCE message contains the identifier of the

sender and its position,

e Each node is the cluster head til it gets a
CH_ANNOUNCE message from another node or till the

cluster head election period ends,
* Nodes calculate a back-off time to announce they tre

cluster head to their neighbours using a

CH_ANNOUNCE message,
e If a nodei receives a CH_ANNOUNCE message frpm

andj has a better position (closer to the end of se¢dmen

theni cancels its CH_ANNOUNCE message,
e The back-off duration is a random bounded intepet t

i. Each node wait a random bounded back-off time,
ii. At the end of the back-off time, a node send a estju
to send to the cluster head,
iii. The cluster head acknowledges the reception by
sending a Clear to Send message,
iv. The node sends its data to the cluster head.
An example of this step of the algorithm is showifrigure 6.

Figure 4 — local data gathering.

3) Data aggregation

Each cluster head aggregates the collected datdsin
segment. In our particular case study, each nodessés
identifier, position and orientation. Thus, thestkr head will

depends on the node proximity to the segment endalculate the number of nodes in its segment, hadverage

position. It is calculated using the following faufa :
Tbackoff(1) = Rand(0, 1 4jpcr) + Priority(Pos(i,1), seg_end)

Where
tbackoff(i)is the back-off time of a node

speed.

4) Inter-Segment dissemination

When a cluster head is not in the closest segmehetbase
station, it automatically broadcasts its data ® niext cluster
head in the direction of the BS. The cluster he&ad veceives
these data, aggregates them with its own segmdat éa

Rand(x,y)is a function that returns a uniform distributed jjjystration of this phase is given figure 7.

random integer bounded between x and vy,

Priority(x, Seg_end)is a function that returns a period
correlated with the distance between the node lamdegment
end position. Thus, the closer is the node to #prent end,
the shorter will be the period,

Pos(i,t)is the node’s (i) position at an instant t,

tselectionis the cluster head selection duration,

tcollect is the local gathering period duration.

An example of the cluster head election is giveRigure 5.
As we can see, node (a) is elected because iteicltsest
eligible node to the segment end. Node (b) is Higiibée
because it won't still be into the segment at tiek & the local
data collection phase.

i - - -

' (a) &= -

. e e - I
(b) < - -

Segment
Figure 3 — Cluster head election.
2) Local data gathering
During this phase, all nodes in the segment sertth wi
unicast their sensed data to the cluster head,gusin

mechanism similar to DCF (Distributed Coordination

Function, presented in IEEE 802.11).

Figure 5 — Inter-Segment dissemination.

5) Segment-BS communication

There are two situations where a cluster head ead #s
information to the base station: (i) if there isaloster head in
the following segment and (ii) if it is on the cs$ segment to
the BS. In both cases, the node aggregates theaddtaends
them to the BS using a cellular link. Then, thetistawill
carry the information to the provider via its backle network.
Thus, the provider can take advantage of thesenrdton to
have a real time vision of the road traffic.

6) Store & Forward

CGP can be configured to do store & forward inste&d
sending directly to the base station when the segiment is
empty. In such situation, the node keeps the datatsi
memory during a parametric time, and waits foruster head
in the next segment or till the node is in the ekissegment to
the base station. An example is Figure 8, wherentide (a)
cannot reach the next segment. In this case, Itsidre its
data till it reaches the next closest segmentécstation.
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Figure 6- Store & forward example.

D. CGP parameters

Due to physical constraints and for a proper exeoubf

CGP, we need to calculate the maximum segments eumb. ST -
MAX_SEG_NUM that the BS can manage without loss of—re&fomwar

accuracy in the data. Table 1 describes CGP paeasnet

TABLE | — CGPPARAMETERS

Parameter

Description

FULL_DURATION

Full duration of a CGP cycle, from the
cluster head election to the dissemination to
the BS

CHD_DURATION

Duration of the cluster head electjgmase

GAT_DURATION

Local data gathering phase duration

AGG_DURATION

The aggregation phase duration

DIS_DURATION

Inter-segment dissemination phase duration
(with ACK), including the dissemination

toward the base station
The period that a C.H needs to wait, till it
decides to send directly its data to the BS

CGP_WAIT_ACK

COL_INT interval between two complete CGP cycles
SEG _LEN length of a single segment
LAN_NUM number of Lanes in a one-way road
VEH_SPC average inter-vehicles distance
VEH_WID mean vehicles width
VEH_NUM Maximum number of vehicles in a segment
TRA RGE radio transmission range of a vehicle
HL_PT average hello propagation time
PK_PT average data propagation time
average inter-segment packet propagation
IS_PT .
— time
BS PT average propagatio_n time for BS
— communications
We have:

COL_INT - CHD_DURATION - GAT_DURATION

MAX_SEG NUM =
IS PT

COL_INT — (VEH NUM * HL, PT)- [(VEH NUM-1) *PK_PT]
MAX_SEG_NUM =

IS PT

IV. PERFORMANCES EVALUATION

To validate and evaluate CGP, we have chosen Quélsie
simulation environment. We also extended and adatite
mobility model proposed in [11] to our needs. Oopolt
generates realistic random vehicles’ displacements.

A. Assumptions

1) Spatiotemporal environment

We execute CGP on a straight road section partitianto
18 equal segments, as depicted in Figure 9. The &i@sion
that covers all the section is present at one emdt pf the
road. All the key parameters of our simulation suenmarized
in the following table:

TABLE Il — SMULATION SETUP

SIMULATION / SCENARIO MAC / CGP
Simulation time 600s MAC protocol 802.11b
Map size 2500x2500 m2 Capacity 2 Mbps
Mobility model VanetMob. [11] Trans. Range ~266 m
Number of seg. 18 HL_PT ~0.1s
Nodes 50 - 1000 PK_PT ~0.2s
Vehicle velocity 0 — 108 km/h IS PT ~0.1s
FULL
Segment length 100 m _ DURATION 5s
Road length 1.8 km CHD_DURATION 1ls
Road width 15m GAT_DURATION 3s
Number of lanes 2 AGG_DURATION ~0.1s
Not used DIS_DURATION 1s

we
-
i ]
—
r ]
-

Figure 7 — Spatial environment.

B. Simulation Scenarios

1) Scenario 1: Per node dissemination

In this scenario, each node sends its collected @gteed,
position, etc.) individually and periodically toethbase station
using the provider's cellular network. The aggregain this
case, is done at the Telco provider level. (SearEid0)

Figure 8 — Per node dissemination scenario

2) Scenario 2: Per Cluster Head dissemination

In this scenario (see Figure 11), the local dathegang and
aggregation are done at the segment level, asidedcin
CGP. The aggregated data (average speed, numberdes,
etc.) are sent to the base station directly froendluster head
of each segment. The Telco provider will only agate the
data from each segment.

N L N

Figure 9 — Per cluster head dissemination scenario.

3) Scenario 3: Complete CGP dissemination

As depicted in Figure 12, CGP will be integrallyeented
in this scenario, from the cluster head electionthie data
dissemination to the provider.




N

Figure 10- Complete CGP dissemination

-

C. Simulation Results

We calculate the number of messages sent to the ba

station via the provider's cellular network dur@0 seconds.
Thus, we can see in which scenario the data caleds the
greediest in terms of cellular network usability.

x10° messages
1207

O Scenario 1

B Scenario 2 (partial CGP execution)

0 Scenario 3 (complete CGP execution)

100

801

60

401

201

50 100 150 300
Figure 11 — Numbers of V2| messages

As we can see from this chart, the clear differepesveen
scenario 1, where all nodes use the provider's/iakd the
V2V scenarios where nodes use the vehicular seretarork
to send their data to the provider. The number e$sages is

reduced by 91.2 % in scenario 2 and by 99.16 %eénario 3.
TABLE Il — Overhead on V2V and V2| communications

1000

NUMBER OF MESSAGES NUMBER OF MESSAGES
. (vav) (va)
SCENARIO 2 SCENARIO 3 SCENARIO 2 SCENARIO 3
50 7 213 7 630 836 320
300 46 745 48 670 2016 160
1000 237 967 240 127 2128 120

Table 3 shows a minor variation of the overhead/&V
communications between scenario 2 and 3. Thus,anesee
that with a negligible overhead, a complete executif CGP
is preferred because it reduces more (over 8%ptbeider's
links utilization, particularly in urban environmewnhere large

number of nodes is handled.
TABLE IV — CGPOverhead variation vs. speed

AVERAGE SPEED (KM /H) NUMBER OF MESSAGES
0-20 34 413
20 - 50 34 659
50 - 80 35 805
80-110 35 165

Table 4 shows the number of CGP messages whennye va

the speed average value for 200 vehicles. We cauthseé the
number of messages is quite stable. Thus from talded 4
we can deduct that CGP is convenient with diffelents of
mobility models like countryside (high speeds, ld@nsity) or
urban (low speeds, high density) model and also ribaes
velocity does not affect CGP performances. Indetba

number of messages does not increase significartgn the
nodes’ speed increases.

Hence, we can conclude from these results the feignt
contribution of CGP in terms of decreasing the nembf
messages upon a provider's network.

V. CONCLUSION

In this paper, a novel data gathering and disseinima
system (CGP, Clustered Gathering Protocol) based on
gierarchical and geographical dissemination megmagion
vehicular sensor networks is proposed. Designedhydorid
VANET architecture, it allows telecommunicationigee
providers to get valuable information about the droa
environment in a specific geographical area, usiZy/
network to minimize the high-cost links usabilithdabase
stations to gather information from the vehicles.

Simulations results of CGP demonstrate the fdityilmf
the proposed approach; moreover, they show that CGP
reduces considerably the provider's network ugghbilithout
any loss of accuracy in the collected data. Wecareently
extending this work by performing other extensiiraigation
in order to study all the CGP parameters.
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